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The use of scouting and economic thresholds has not been accepted as readily for
managing weeds as it has been for insects, but the economic threshold concept is
the basis of most weed management decision models available to growers. A World
Wide Web survey was conducted to investigate perceptions of weed science profes-
sionals regarding the value of these models. Over half of the 56 respondents were
involved in model development or support, and 82% thought that decision models
could be beneficial for managing weeds, although more as educational rather than
as decision-making tools. Some respondents indicated that models are too simple
because they do not include all factors that influence weed competition or all issues
a grower considers when deciding how to manage weeds. Others stated that models
are too complex because many users do not have time to obtain and enter the
required information or are not necessary because growers use a zero threshold or
because skilled decision makers can make better and quicker recommendations. Our
view is that economic threshold–based models are, and will continue to be, valuable
as a means of providing growers with the knowledge and experience of many experts
for field-specific decisions. Weed management decision models must be evaluated
from three perspectives: biological accuracy, quality of recommendations, and ease
of use. Scientists developing and supporting decision models may have hindered
wide-scale acceptance by overemphasizing the capacity to determine economic
thresholds, and they need to explain more clearly to potential users the tasks for
which models are and are not suitable. Future use depends on finding cost-effective
methods to assess weed populations, demonstrating that models use results in better
decision making, and finding stable, long-term funding for maintenance and sup-
port. New technologies, including herbicide-resistant crops, will likely increase rather
than decrease the need for decision support.

Key words: Bioeconomic models, decision support systems, computer decision
aids.

With the release of 2,4-D in 1944, the modern era of
weed control began. Public spending on weed-related re-
search climbed from $0.8 million in 1950 to $2.3 million
in 1957 (Ennis 1958), and herbicide use climbed from 23
million acres of field crops in 1949 to 48 million acres in
1959 (Ennis 1960) and over 185 million acres in 2000 (Na-
tional Agricultural Statistics Service 2001). By the late
1950s, many herbicide choices were available to growers,
and weed scientists were conducting and publishing numer-
ous studies exploring the efficacies of new herbicides and
the effects of weather, soil moisture, soil type, weed species,
weed height, planting date, herbicide formulation and car-
rier, application rate, and other factors on efficacy (e.g.,
Blouch and Fults 1953; Foy 1954; Freed 1951; Indyk 1957;
Scott et al. 1954; Slife 1956). Losses caused by weed com-
petition also were being assessed (e.g., Shadbolt and Holm
1956), as well as the economic returns from alternative man-
agement strategies (e.g., Holstun et al. 1960; Nyland et al.
1958). The development of weed management decision
models, however, began only after the economic threshold
was introduced as a concept of pest management and com-
puters became a tool for farm management.

The economic threshold concept was introduced by Stern
et al. (1959) and was beginning to be accepted by ento-
mologists by the early 1970s (Stern 1973). Because crops
are frequently attacked by only one insect species at a time,

the development and implementation of economic thresh-
olds for insect management is, in some ways, a straightfor-
ward process. However, Stern (1973) noted that complicat-
ing factors, such as rapid resurgence of the pest species or
an outbreak of a secondary pest species after treatment be-
cause of the elimination of natural enemies of the secondary
species, can make determining an economic threshold dif-
ficult. Entomologists have accepted scouting and the use of
economic thresholds as an important component of insect
pest management, despite the difficulties involved (Metcalf
1980). A survey sent in 1988 to members of the Entomo-
logical Society of America who held extension appointments
in the United States during 1972 and 1988 (162 on the
1972 list and 295 on the 1988 list) found that 20% of
respondents on the 1972 list and 68% of respondents on
the 1988 list thought that scouting and thresholds had been
a very important influence on their activities, and 71% of
all respondents thought that these would be very important
in the future (Allen and Rajotte 1990).

Adoption of an economic threshold approach to weed
management has been much slower. The multispecies nature
of the weed population in most fields has complicated the
application of this concept because both crop yield loss and
herbicide efficacy are species dependent and weeds interfere
with each other as well as with the crop. Although economic
thresholds were determined for some individual species in
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TABLE 1. Questions and responses to the Web survey of members of selected U.S. professional weed science societies conducted during
May and June 2001.

Question Response Count Percent

1. Are you aware of any computer software or models that
are being used to aid in making weed management deci-
sions (outside of research)? Yes 28 50

No 28 50
2. Are you aware of any computer software or models that

are being developed to aid in weed management deci-
sion making? Yes 23 41

No 33 59
3. Do you think computer software and models can be

beneficial in making weed management decisions? Yes 48 82
No
No opinion

8
2

14
4

4. Are you involved in any area related to weed manage-
ment decision software or models? Yes 30 54

No 26 46
5. If the answer to Question 4 is yes, please indicate the

area of involvement Data 24 80
Research testing
Development
On-farm testing
Support

17
13
11

7

60
43
40
23

6. Please indicate your primary occupation University research 18 32
Extension
Government research
Industry research
Agricultural consultant
Industry sales
Student
Local government weed and pest control
Regulatory
Teaching and administration
University extension and research

14
7
4
3
3
3
1
1
1
1

25
12
7
5
5
5
2
2
2
2

7. Please indicate your areas of involvement or specializa-
tion Field crops 45 80

Herbicides
Horticultural crops
Forage crops
Invasive weeds
Application technology
Biological control
Range management
Turf
Aquatic weeds
Other

38
18
12

8
6
6
6
6
4

11

68
32
21
14
11
11
11
11
7

20

the 1970s (e.g., Anderson and McWhorter 1976; Barrentine
1974; Coble and Ritter 1978), practical implementation of
economic thresholds in weed management rested upon mat-
uration and increasing availability of computer technology
in the 1980s. Since Marra and Carlson (1983) published an
economic threshold model for weeds in soybean [Glycine
max (L.) Merr.], numerous decision models have been de-
veloped and many have been made available to extension
personnel, growers, and other decision makers.

The objectives of this article are to review the develop-
ment and use of computer models for weed management
decision making with primary emphasis on those that in-
corporate economic thresholds, to consider the constraints
and challenges that have hindered wide-scale use of these
models, and to speculate about the future of weed manage-
ment decision models.

Materials and Methods

In May 2001 a survey about weed management decision
models was constructed and made available to the weed sci-
ence community over the World Wide Web for a period of
6 wk. Members of the Weed Science Society of America,
the Southern Weed Science Society, and the Western Weed
Science Society were notified by e-mail of this survey and
given an opportunity to state their views on the usefulness
of bioeconomic models for decision making. Questions in-
cluded in the survey are presented in Table 1. If respondents
answered affirmatively to Questions 1 or 2 (i.e., they knew
of weed management decision models being used or devel-
oped), they were asked to provide contact information for
model developers. Respondents were also given the oppor-
tunity to enter comments under Question 3. This survey
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was not intended to yield a scientific sampling of members’
opinions or to gauge the perceptions of potential model
users because we surveyed only members of professional
weed science societies. Rather, it was designed to help iden-
tify development efforts that might not yet have been pub-
lished and to give weed scientists with strong opinions (pro
or con) about the usefulness of these models an opportunity
to contribute their thoughts about the potential benefits and
pitfalls. We devote a large portion of this article to the com-
ments provided by survey respondents because we think that
they reflect the major currents of thought that we have en-
countered during our years of working with these models.
In this article, we first review the modeling literature, then
summarize the perceptions of other weed scientists, as re-
flected in survey responses, and then present our own per-
spectives on the issues raised and future possibilities.

Review of Models
Several review articles dealing with the use of models in

weed management have been published. Cousens et al.
(1987b) classified models developed to predict changes in
weed populations as long term (greater than a year) or short
term (dealing with particular phases of the weed life cycle
of less than a year) and reviewed functional forms that had
been used in simulating weed population dynamics in cereal
crops. Doyle (1991) reviewed mathematical models and dis-
cussed them in terms of success in addressing five key issues:
likelihood of invasion, rate of spread, crop competition, ef-
fectiveness of control, and cost of control. Doyle (1997)
discussed the role of mathematical modeling in developing
integrated strategies, involving reduced dependence on
chemicals, for controlling weeds and other pests. Lundkvist
(1997) noted that models have been categorized in a num-
ber of ways, and grouped them into those that have followed
primarily a research approach and those that have followed
a more practical approach. Mortensen and Coble (1991)
categorized decision aid software based on herbicide efficacy
or seed bank and seedling population estimates. In this cur-
rent review we focus on models that have been designed
primarily for use by decision makers, in particular those
models that consider not only the efficacy of control mea-
sures but also biological and economic factors. We refer
readers to the previously cited review articles for more in-
formation on models not included in this article.

Although there is considerable diversity in the models
that have been developed to date, those that take economics
as well as biological factors into account share certain key
components: (1) they require information from the user re-
garding the nature of the weed populations present in the
field; (2) on the basis of user input, they calculate expected
crop yield loss caused by weed interference both before and
after weed control measures have been implemented; and
(3) they estimate potential economic returns for each avail-
able control measure using information about the costs and
efficacies of these measures, the expected weed-free yield,
and the crop’s market value.

Quantifying Weed Populations
By far, the most common approach to quantifying field

weed populations for use in decision models has been to use
weed density per unit ground area or per length of row

(Aarts and de Visser 1985; Auld and Tisdell 1987; Berti and
Zanin 1994, 1997; Black and Dyson 1993; Cousens et al.
1987a; Gerowitt and Heitefuss 1990; Keisling et al. 1984;
King et al. 1986; Krishnan et al. 2001b; Kwon et al. 1995,
1998; Lybecker et al. 1991a; Marra and Carlson 1983; Mar-
tin et al. 2001; Mortensen et al. 1993; O’Donovan et al.
1999; Pannell 1990; Pannell et al. 2000; Schribbs et al.
1990; Stigliana and Resina 1993; Streibig 1989; Sturgill et
al. 2001b; Swinton and King 1994; Wiles et al. 1996; Wilk-
erson et al. 1991). In most cases, average weed densities of
individual species serve as model input for a field, although
users are advised to generate separate recommendations if
the weed population is very different in some areas of the
field (Sturgill et al. 2001b). Several models have incorpo-
rated soil seed bank information, particularly when the
model addressed the application of preplant-incorporated or
preemergence herbicides (King et al. 1986; Lybecker et al.
1991a; Schribbs et al. 1990; Swinton and King 1994; Wiles
et al. 1996). To simplify user input, some developers have
grouped weed species into broad categories of broadleaved
or grass (King et al. 1986; Lybecker et al. 1991a) or have
used these broad categories for most species but have sepa-
rated a few troublesome species for special consideration
(Aarts and de Visser 1985). Another method for simplifying
model input requirements has been to ask for density in-
formation in ranges (e.g., low, medium, high) (Mortensen
et al. 1999; Wilkerson et al. 1999).

In a few cases, measures other than density have been
used to quantify weed populations. Gerowitt and Heitefuss
(1990) used percent ground cover to assess broadleaf weeds.
Kropff and Spitters (1991) and Lotz et al. (1996) used rel-
ative leaf area (leaf area index of a weed species as a fraction
of the total leaf area of all species) in equations to predict
yield loss.

Estimating Yield Loss
From the beginning of weed management decision model

development efforts, investigators have been aware that the
relationship between weed density and yield loss is nonlinear
and that weeds interfere with each other as well as with the
crop. Marra and Carlson (1983) fit linear, quadratic, and
log–log equations to data from weed interference studies and
found that for all species evaluated a nonlinear relationship
was highly significant. Keisling et al. (1984) fit a cubic re-
sponse surface that predicted yield loss as a function of weed
density, duration of interference, and competitive ability of
the different species. A few models have used a logistic equa-
tion to describe yield loss as a function of weed density
(King et al. 1986; Kwon et al. 1995; Lybecker et al. 1991a).
O’Donovan et al. (1999) incorporated crop density, as well
as weed density, into a nonlinear regression equation to es-
timate crop yield loss. Cousens (1985) compared 18 differ-
ent functional forms for describing crop yield loss as a func-
tion of weed density. He determined that of the two-param-
eter models, a rectangular hyperbola fit the data best and
concluded that a two-parameter model was generally suffi-
cient. Since that time, many model developers have used the
rectangular hyperbola or a form of the hyperbola modified
to incorporate the effect of the time interval between crop
and weed emergence (Cousens et al. 1987a) to predict yield
loss. Swinton and Lyford (1996) examined the conditions
necessary to determine if a four-parameter sigmoidal crop
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yield loss equation could provide a better fit to field data
than does the two-parameter hyperbolic equation and con-
cluded that a much larger data set would be required to fit
the sigmoidal function than is normally available from ag-
ronomic experiments.

Various methods have been used to account for multi-
species weed interference. Keisling et al. (1984) calculated
yield loss by subtracting the percent loss from the most com-
petitive weed and then repeated this procedure for each re-
maining weed species. Coble (1986) defined a crop- and
weed-specific competitive index (CI) that ranked degree of
competitiveness on a scale from 0 to 10. Yield loss from a
multispecies weed population was computed by multiplying
weed density by CI for each species, summing across species
to calculate a total competitive load (TCL), then using TCL
to estimate percent yield loss. This approach has been used
in HERBy (Coble and Mortensen 1992; Wilkerson et al.
1991), NebHERB (Mortensen et al. 1993), GWM (Wiles
et al. 1996), HADSSy (Sturgill et al. 2001b), and
WeedSOFTy (Krishnan et al. 2001b; Mortensen et al.
1999). Black and Dyson (1993) represented the relative
competitive abilities of annual weeds on a scale from zero
to one and calculated weed units in a manner similar to that
used to calculate TCL. In an approach that is functionally
equivalent to computing TCL, Berti and Zanin (1997) con-
verted the density of each weed species into a ‘‘density equiv-
alent,’’ defined as the density of a reference species that
would cause the same yield loss as caused by the observed
weed at its density. Aarts and de Visser (1985) assigned Stan-
dard Weed Units to various weed species by dividing 500
by the maximum number of plants per square meter that
could be tolerated. They then summed Standard Weed
Units across species and determined whether control mea-
sures were justified, based on whether the sum was above
the total tolerable Standard Weed Units. Swinton and King
(1994) used a multivariate formulation of the hyperbolic
yield equation to account for multispecies competition, and
Swinton et al. (1994) used data from 13 Minnesota and
Wisconsin data sets to estimate model parameters for several
weed species. They found that the coefficient estimates were
stable over years but not locations.

Economic Considerations
Once yield losses with and without weed control have

been estimated, the return (R) for a specific treatment j is
frequently determined by a formula such as the following:

R 5 [P 3 (L 2 L )] 2 (C 1 A )j 0 j j j [1]

where P is expected crop-selling price, L0 is expected yield
loss if no weed control is used, Lj is expected yield loss after
treatment j is applied, Cj is cost of treatment j, and Aj is
the cost of applying treatment j (Wilkerson et al. 1991).
This method for calculating economic return does not take
into account any effects on future crops, such as additions
to the seed bank from weeds not controlled by treatment j
that may raise control costs in future years. Several models
have incorporated effects of treatments across years (King et
al. 1986; Pannell et al. 2000; Schribbs et al. 1990; Swinton
and King 1994) by considering seed bank dynamics. Aarts
and de Visser (1985) lowered the treatment threshold for
certain weed species if they were known to be difficult to
control in the following crop.

Integrating–Organizing–Presenting Information

A primary aim of decision model developers has clearly
been to organize and present relevant biological and eco-
nomic information that facilitates field-specific decision
making. Although many models have been presented as eco-
nomic threshold models, in reality most do more than just
determining whether or not the weed population in a given
field is above an economic treatment threshold. Most pro-
grams include information on many different control mea-
sures, and although they may rank treatments according to
expected net returns, they provide information on alterna-
tives to the top treatment and may allow the user to sort
by expected crop yield after treatment (Martin et al. 2001),
treatment cost (Bennett et al. 2000; Sturgill et al. 2001b),
or efficacy against the total weed complex or a particular
weed species (Bennett et al. 2000; Sturgill et al. 2001b).
Because herbicides are by far the most prevalent means of
weed control for field crops in the United States, decision
models have focused on herbicides. However, some models
also consider mechanical or cultural control methods where
appropriate (Berti and Zanin 1997; Martin et al. 2001; Pan-
nell et al. 2000; Stigliana and Resina 1993; Swinton and
King 1994; Wiles et al. 1996). A number of decision models
provide information about potential environmental effects
and risks for alternative treatments: GESTINF (Berti and
Zanin 1997), WeedSOFTy (Krishnan et al. 2001b; Martin
et al. 2001), and WeedMAK (J. D. Green et al., personal
communication). In some cases, rates for soil-applied her-
bicides are calculated on the basis of soil type and organic
matter (Lybecker et al. 1993). Information about rotational
restrictions, potential crop injury, and label restrictions may
be presented to the user, or treatments may be eliminated
from evaluations on the basis of these restrictions (Lybecker
et al. 1993; Sturgill et al. 2001b; Wiles et al. 1996). Some
models include information and pictures to help users iden-
tify weed seedlings (Martin et al. 2001; Rydahl 1999).

Survey Results

Fifty-six people responded to the Web survey (Table 1).
Over 50% of the respondents were involved in model de-
velopment, data collection, or validation efforts. Eighty-two
percent thought that computer models and software could
be beneficial in weed management decision making. Of the
models that were identified, WeedSOFTy (Krishnan et al.
2001b; Mortensen et al. 1999) was mentioned by 12 re-
spondents, HERBy or HADSSy (Sturgill et al. 2001a,
2001b; Wilkerson et al. 1991) by 10, WeedMAK (J. D.
Green, personal communication) and AgroManager (Denise
Maurice, personal communication; a threshold model de-
veloped by O’Donovan et al. 1999) by 2, and all others by
1. Many respondents, even those that answered Question 3
in the affirmative, had reservations about decision models
or the use of the models. These comments are summarized
in the subsequent sections.

Perceptions: Value and Expected Value

Models Have Educational Value

Respondents to our survey in general seemed to be much
more comfortable with the use of models as educational
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tools than as real-time decision aids. Survey respondents sug-
gested that models can be used to teach the principles of
weed management, economic thresholds, weed competitive-
ness and the effect of weeds on crop production, herbicide
efficacy, and the lessening effects and increasing threshold
for later-emerging weeds. Use of models can heighten un-
derstanding of weed biology and ecology. Models can be
especially valuable for younger or inexperienced growers and
agents, by helping them to understand the complexities in
selecting a weed management program. Running ‘‘what if ’’
scenarios can be useful even for experienced decision mak-
ers, by helping them to address unfamiliar weed problems
and to evaluate the relationship of new treatments to those
with which they are already familiar.

Models as Decision-Making Tools
Several survey respondents noted that using models can

improve weed control by predicting yield loss, determining
if a herbicide treatment is economically justified in the cur-
rent year, comparing herbicide programs, and selecting the
type and rate of herbicide to use in a given situation or on
a specific soil type. Respondents also noted that using a
decision aid can reduce the application of unnecessary her-
bicides, lessen the potential for detrimental environmental
effects, reduce the occurrence of carry-over damage to the
next crop, improve herbicide rotation, and minimize crop
injury. One individual noted that a particular model had
been tremendously successful by allowing growers to decide
when and what to spray and had reduced calls to extension
personnel. Another noted that the use of decision-making
software could improve the image of the pesticide applica-
tor–producer in the eyes of the public and regulatory agen-
cies.

Harsh et al. (1989) noted that a model (1) is often useful
to keep all the facts necessary for decision making in proper
relationship to each other; (2) is valuable because it can be
used to perform ‘‘what if ’’ analyses when there is uncertainty
about factors influencing the decision; and (3) ideally, can
capture and convey a large quantity of expert knowledge
that is carefully focused on the problems confronting deci-
sion makers. All these points were mentioned by survey re-
spondents. They noted that there is much to remember
when making a weed control decision and that a model can
help with getting to the right choices without unexpected
consequences and without mistakes caused by oversight.
Models can integrate information from various sources, per-
form rapid calculations, help with forecasting what may
happen in particular weed management situations, help in
understanding complex interactions, help with controlling
unusual weeds and using new or less well-known treatments,
and show the potential benefit of ‘‘inexpensive’’ vs. ‘‘expen-
sive’’ treatments.

Keisling et al. (1984) suggested that models could help
in weed management planning, and they indicated that their
model could be used to identify fields with the most dam-
aging weed populations that needed to be treated first be-
cause crop yield loss increases, the longer weeds are left in
the field and the higher the weed density. Survey respon-
dents also mentioned the potential usefulness of models in
planning, both for evaluating weed management systems
and for anticipating spray scheduling.

Several survey respondents mentioned the value of models

in implementation of precision agriculture (site-specific
weed management). They pointed to the importance of
models in evaluating the effects of weed spatial distribution
across a field, in identifying the best treatment and rate for
each section of the field, and in avoiding unnecessary her-
bicide applications in certain portions of the field.

Perceptions: Problems and Pitfalls

Current Decision Models Are Too Simple

From a biological standpoint, the two primary concerns
of some survey respondents are that decision models gen-
erally ignore the patchy, nonuniform, spatial distribution of
many weed populations, and they do not incorporate the
effect of weed escapes on the weed seed bank or problems
in future crops when calculating an economic treatment
threshold and evaluating treatments.

Models, by definition, are simplifications of real systems
and, as such, will not include all the factors that influence
weed–crop interactions. Some survey respondents indicated
that currently available models are too simple because they
do not consider the effects of cultural practices (e.g., crop
variety, row spacing) on weed competitiveness when making
recommendations and do not incorporate alternatives to
herbicides or adjust herbicide efficacy values in response to
all the factors that are known to affect efficacy. However,
one survey respondent took issue with the inclusion of cul-
tivation in one model, stating that cultivation often came
up as the cheapest option but that the model neglected the
hidden costs of possible soil moisture loss and erosion after
cultivation. Another individual noted that local differences
in crop varieties, yield potential, and other factors would
cause any system with universal application to be very com-
plex.

Survey respondents also thought that the models are too
simple because they do not or cannot include all the factors
that growers consider when reaching a decision. They noted
that grower decisions include too many judgment factors
and life situation variables for the models to be useful; grow-
ers are more interested in simplicity (e.g., using the same
treatment on multiple fields) and effectiveness of the weed
management program than in potential economic returns,
and chemical manufacturers’ or distributors’ marketing pro-
grams that bundle seed and application together with dis-
counted herbicides make it difficult to assign prices to her-
bicides for use in decision models.

Models Require Too Much Information and Are
Not Accurate

Just as many survey respondents thought that current
models are too simple, others thought that the models are
too complex and require too much information from the
user. In particular, respondents indicated that collecting
scouting data and entering all the information required by
the models to obtain a recommendation require more time
than most decision makers are willing or able to commit.
The accuracy of scouting data was also a matter of concern
because (1) recommendations from a decision aid are no
better than the quality of the scouting and other input in-
formation provided by the user, and (2) it may cost more
to do a thorough and accurate job of scouting than just to
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spray. Several survey respondents expressed the opinion that
the models themselves are currently too inaccurate to be of
value in real-time decision making because insufficient data
have been used in model development for them to accu-
rately predict competitive effects and yield losses in most
situations. One person questioned the validity of economic
thresholds, stating that the statistics are seldom good enough
to prove beyond a doubt that a threshold is above zero.

Models Are Not Necessary

Three reasons were mentioned by survey respondents for
believing that models are not necessary: (1) farmers use a
zero threshold, so there is no need for an economic thresh-
old model; (2) the availability of glyphosate-resistant crops
has eliminated the need for models in these crops; and (3)
an expert can make better and quicker recommendations
without the tedious collection and entry of a large amount
of data into a computer. One survey respondent noted that
weed control decisions are almost always for a broad spec-
trum; species, weed pressure, and threshold are irrelevant
because all fields are always sprayed.

Models Are Difficult to Sustain

Survey respondents noted that it can take a very long time
to develop a model, and the expense to improve and main-
tain a model does not compare favorably with the sales po-
tential. One person was aware of two instances in which
good computer decision aids did not succeed over the long
term. Another individual suggested that models would be
adopted only if they were developed by industry and proven
to increase profits and reduce costs and litigation.

Our Perspective

Models are and will continue to be valuable decision
tools. Weed scientists have long recognized the complexity
of making weed management decisions and have used a
number of methods for assisting growers and other decision
makers with this task, including training sessions for agri-
cultural extension agents and consultants, grower meetings,
on-farm trials, field days, and publication of extension bul-
letins and agricultural chemical manuals. In recent years in-
formation increasingly has been made available over the In-
ternet. It has not been the intent of computer model de-
velopers to supplant these methods for assisting in complex
decisions but rather to supplement them. Most model de-
velopers are careful to remind users that the model is a de-
cision aid and not a decision maker (e.g., Krishnan et al.
2001b; Mortensen et al. 1999; Stigliana and Resina 1993;
Sturgill et al. 2001b; Wilkerson et al. 1991).

As model developers, we are well aware that growers con-
sider many things when making these complex decisions and
that our models cannot incorporate every factor, nor should
they. What we hope to accomplish by making models avail-
able to decision makers is to provide appropriate, situation-
specific information that we and many weed scientists con-
sider to be essential to rational decision making. Although
a grower may choose a weed management program based
on simplicity or effectiveness, a decision model may help
the grower determine the price paid for simplicity and

whether the program is really more effective than alterna-
tives that cost less.

Experts can indeed evaluate the weed problem in a field
and make quick and effective recommendations. Model de-
velopers have attempted to capture and quantify as much of
this expertise as possible: to involve knowledgeable research
and extension weed scientists, as well as extension agents
and consultants, in development, validation, and evaluation
of the models (e.g., Bennett et al. 2000; Krishnan et al.
2001a; Stigliana and Resina 1993). One of the greatest val-
ues of computerized decision aids may lie in the ability to
capture this knowledge and bring some part of the expertise
from many individuals to bear on field-specific questions.
In an ideal world, every decision maker would have ready
access to a high level of expertise in making these complex
decisions. In reality, with reductions in extension service per-
sonnel in many states in recent years and with the assign-
ment of new responsibilities to the agents that remain, access
to unbiased, field-specific expertise is increasingly available
only to those who can afford to pay for it, and only true
for high-value crops.

Complexity and Accuracy of Decision Models
Decision model developers have long struggled with the

issue of how much biological, ecological, and economic
complexity is to be included. This is why decision models
differ in how recommendations are generated and what in-
formation is displayed to the user. We believe that most
model developers would agree that the models could be im-
proved by including additional practices and factors in the
decision-making process, but these enhancements are hin-
dered by a lack of data. We are also very aware of the trade-
offs involved in making models more complex. As a model
becomes more complicated, user input requirements will
likely increase, user-friendliness may decline, more infor-
mation will have to be displayed to help users understand
the differences between treatments, validation will be more
difficult, and more information will be required from weed
science experts each time model databases are updated.

Although weed scientists with whom we have worked ap-
pear fairly comfortable with ranking weed species in terms
of competitive ability and providing efficacy values for al-
ternative herbicide treatments under varying conditions,
they are rightly hesitant to add model components outside
the bounds of their own experience, or in cases where they
feel too little research has been done, or when results have
been too variable, or are too subject to weather conditions
or other environmental factors. For example, several weed
scientists we consulted were reluctant to provide estimates
of the effectiveness of nonherbicidal means of control. Al-
though several models have included mechanical or cultural
control methods (Berti and Zanin 1997; Martin et al. 2001;
Pannell et al. 2000; Stigliana and Resina 1993; Swinton and
King 1994; Wiles et al. 1996), including these is difficult
because of a lack of data and variability in results from year
to year and location to location because of climatic and
environmental factors.

Given the disadvantages and difficulties of making weed
management models more complex, the guide for adding
complexity must be whether the quality of decision making
will be improved. A weed management option is typically
optimal for a range of weed populations and other condi-
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tions. Even when weed ecology and control may be pre-
dicted more accurately by adding complexity to a model,
the quality of the recommendations may not be improved.
Inaccuracies may not be as damaging for decision making
as perceived.

Spatial Distribution

Most decision models do not consider weed spatial dis-
tribution when making whole-field recommendations (as
opposed to site-specific recommendations). In many cases
the assumption of uniform weed spatial distribution may
not adversely affect the quality of the whole-field recom-
mendations that are made by the models. In a study using
the decision model HERBy and scouting data from 14
North Carolina soybean fields, Wiles et al. (1992b) found
that the cost of assuming a regular weed distribution was
generally low. Although assuming a regular weed distribu-
tion resulted in an overestimation of yield loss without con-
trol (in some cases a very large overestimation), the optimal
treatment was still selected. Recently, analysis of scouting
data from over 50 peanut (Arachis hypogaea L.) fields in
North Carolina yielded similar results (D. Jordan et al., per-
sonal communication) to those of Wiles et al. (1992b). In
general, for a herbicide treatment to be recommended by an
economic decision model, the treatment must not only be
cheaper than those with similar efficacy, it must be very
effective against the most competitive weeds present in the
field. Therefore, after treatment, expected weed populations
are very low, weeds are less likely to interfere with each
other, and assuming a uniform weed spatial distribution is
a reasonable simplification.

Weed Seed Bank Dynamics

The concern about weed seed bank buildup from weed
escapes and its effect on the determination of an economic
threshold has been addressed by a number of studies
through modeling and simulation experiments. Norris
(1999) reviews these studies and states that the economic
optimum threshold (one that optimizes returns over multi-
ple years) is lower than the economic threshold. He rec-
ommends a no-seed threshold, i.e., no weeds are allowed to
survive to produce seed. Decision model developers have
dealt with this issue in at least three different ways: (1) they
have included weed seed bank dynamics in the model (Pan-
nell et al. 2000; Swinton and King 1994); (2) they have
raised the CIs for certain weed species in order to incor-
porate concerns about seed production into the economic
threshold (an approach used in both HERBy and
HADSSy); or (3) they have provided a way for users to
sort treatments by efficacy or yield after treatment (Bennett
et al. 2000; Martin et al. 2001; Sturgill et al. 2001b) so
that users can select the most effective treatment, regardless
of cost. Incorporating seed bank dynamics into a decision
model requires extensive information that is not available
for most weed–crop combinations. It also requires assump-
tions about future environmental effects on seed survival
and germination. Information about future crop rotation,
tillage, and other management practices that influence weed
population dynamics is also necessary.

Scouting Data

Collection of scouting data is indeed a major constraint
to acceptance of decision models. The cost, accuracy, and
time requirements of counting weeds are concerns, especially
if many fields must be assessed quickly. Berti and Zanin
(1997) recommend identifying species and determining
weed densities in 25- by 30-cm areas at 20 to 30 locations
per field for GESTINF. Sturgill et al. (2001b) recommend
identifying and counting weeds in 9.3-m2 areas in 10 to 12
locations per field for HADSSy. Mortensen et al. (1999)
recommend assessing weed populations in 5 to 10 locations
in 9.3-m2 areas, but they also give users of WeedSOFTy
the option of entering density estimates by categories (very
low, low, moderate, etc.) and they state that density assess-
ment is hotly debated.

Several studies have examined ways to simplify this pro-
cess and to balance the value of information collected vs.
the cost of collecting it. King et al. (1998) provided an
excellent example of how the value of information can be
assessed and reviewed studies that have been done. Gold et
al. (1996) found that binomial sampling may be a viable
alternative to full-count random sampling. Krueger et al.
(2000) performed an economic analysis of binomial sam-
pling for weed scouting and determined that for small fields
(10 ha or less) it may yield decisions that are equal to those
determined through full-count sampling with less invest-
ment of time. Recent studies in North Carolina (D. Jordan
et al., personal communication) indicate that sampling in as
few as three locations per field may be acceptable for many
peanut fields, but the challenge remains of determining how
to distinguish these fields from those that require more in-
tensive scouting. Identifying an appropriate scouting plan
for use with a decision model may be further complicated
by variation in the spatial distribution of weeds between
fields. The accuracy of a recommended scouting plan will
vary with the spatial distribution of the observed population
(Ambrosia et al. 1997; Gotway et al. 1996) or, conversely,
the best way to scout will depend on the spatial distribution
of the weed population (Burrough 1991).

There will always be some cost associated with assessing
weed populations. How users will collect information about
weed populations must be considered by model developers.
It is important to note that collection of much of the data
required for decision models is already necessary if the de-
cision maker is practicing good weed management. How-
ever, some of the components such as weed population are
assessed in more general terms than required in most deci-
sion models. Weed density assessment might not be debated
so intensely if the necessary accuracy for successful model
use was understood. Determining the value of assessing
weed abundance for making decisions with models would
help developers identify the situations for which quantifying
weeds is cost-effective. For situations in which it appears
likely that a quantitative assessment will never be cost-effec-
tive, developers could focus on modifying models to use the
type of information about weed populations that users are
currently collecting. This will require close collaboration
with users. When growers and agricultural consultants in
Colorado were interviewed to determine the consistency of
density ratings such as low and moderate, it quickly became
apparent that the density ratings incorporated more infor-
mation (such as weed competitive ability) than did weed
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density alone (Wiles et al. 1998). Some models would re-
quire modification to use these ‘‘density ratings’’ because
some of the factors assessed for the density rating are also
assessed explicitly as part of the decision model algorithms.

Value of Economic Threshold Models
Scientists developing and implementing bioeconomic

models have perhaps hindered wide-scale acceptance of these
models by an overemphasis on the ability of the models to
determine economic thresholds. For entomologists, the risks
inherent in applying broad-spectrum insecticides became
clear during the 1970s; the dangers of pest resurgence, sec-
ondary pest buildup, insecticide resistance, and getting on
the ‘‘pesticide treadmill’’ were demonstrated graphically and
documented. In weed science, perceptions of risks have been
very different. Weed scientists and producers alike have
viewed the risks inherent in leaving weeds uncontrolled in
any field as too great to be offset by possible increases in
net return from not controlling subthreshold populations,
especially when the time and costs involved in scouting are
considered. Adoption of an economic threshold approach to
weed management has been much slower than that for in-
sect management. O’Donovan (1996) and Swanton et al.
(1999) review economic threshold work in weed science and
discuss both the difficulties and the possibilities for this ap-
proach.

There are certain situations in which a zero threshold
makes sense: for example, if a weed is an invading species
and there is hope of eliminating it before it takes hold in
the field (although if no knowledgeable person is scouting
the field, we wonder how the invading species will be dis-
covered before it becomes established); if there are no effec-
tive and economical control measures available for use in
the following crop; if the crops grown in a field are of high
value and the grower is committed to doing whatever it
takes to prevent weed escapes; and if even a very low pop-
ulation affects crop quality in unacceptable ways. Certainly,
deciding not to control weeds in a field based on a recom-
mendation from an economic threshold model is dangerous
if weed densities have not been adequately determined
through scouting.

However, we think that in most cases, the use of an eco-
nomic threshold makes sense. More than 50 yr of applying
broad-spectrum herbicides every year to every field does not
appear to have reduced weed populations in most fields to
zero. National statistics indicate that herbicides are being
applied to more that 95% of the acreage of most field crops
every year (National Agricultural Statistics Service 2001).
Instances of documented herbicide resistance are numerous.
Heap (2002) reports that 257 resistant weed biotypes had
been found worldwide by March 2002, up from 233 in
February 2000 (Heap 2000 as quoted in Hall et al. 2000).
O’Donovan (1996) states that there may be more risk as-
sociated with prophylactic spraying than that associated with
not spraying in terms of lost revenue, environmental dam-
age, and possible development of resistant weed populations.
He notes that many of the fears associated with the use of
single-season thresholds are probably unfounded. Several
factors may lead to an overestimation of potential yield loss
by economic threshold models, such as the assumption of
uniform weed spatial distribution, the assumption that yield
loss for late-emerging weeds is the same as for those that

emerge with the crop, narrower row widths and improved
crop stands that reduce weed competitiveness, faster-grow-
ing, more competitive crop varieties, and caution on the part
of model developers that causes them to increase the CIs for
troublesome weed species. All these serve to lower the cal-
culated economic threshold and reduce the risk that growers
will mistakenly decide not to spray on the basis of a model
recommendation.

We firmly believe that bioeconomic decision models,
combined with scouting, can provide valuable assistance
even to those who reject the economic threshold approach
to weed management. Wiles et al. (1992a) noted that mis-
takes in herbicide selection at weed densities that are well
above the threshold could be costly. Even broad spectrum
herbicides are not equally effective against all species, and
for many situations there may be no treatment that is 100%
effective against all the species that are present. Models that
consider the relative densities and competitive abilities of
different species and the efficacy of each treatment against
each species can assist decision makers in determining which
of the available treatments will best help them achieve their
goal of minimizing weed problems in current and future
crops.

Although the availability of glyphosate-resistant crops has
helped growers control many troublesome weed popula-
tions, the availability of these crops has not made bioecon-
omic decision models unnecessary. Large acreages are still
planted to crops for which glyphosate-resistant varieties are
not now, and may never be, available. Glyphosate does not
control all weed species equally well, and mixtures of gly-
phosate with other herbicides may be necessary for better
control of some species. The 2001 North Carolina Agricul-
tural Chemicals Manual (North Carolina State University
2001), for example, notes that several species common to
the state are not well controlled by glyphosate and that nine
other herbicides can be mixed with at least some brands of
glyphosate to provide better control of these weeds in soy-
bean. Glyphosate-resistant weed biotypes have also been
documented (e.g., Powles et al. 1998; VanGessel 2001). In
addition, volunteer glyphosate-resistant crops may cause
problems in a following glyphosate-resistant crop. Decision
makers who do not carefully assess weed populations, who
follow one glyphosate-resistant crop with another, and who
assume glyphosate is the appropriate treatment for every
field may suffer unanticipated yield losses and weed popu-
lation buildups. A decision model can assist users in deter-
mining if planting a glyphosate-resistant crop makes sense
for a particular field, if another herbicide should be used in
addition to, or instead of, glyphosate to maximize weed con-
trol or improve economic returns and if so, the appropriate
herbicide and rate to use.

How Should Models be Evaluated?
Weed management decision models must be evaluated

from three perspectives. Are the predictions biologically rea-
sonable? Do the predictions help users make better decisions
than they would otherwise? Is the model convenient and
easy to use? How weed management decision models have
been evaluated was characterized by reviewing 14 articles
describing the evaluation of six different models.

Typical validation of a biological model consists of com-
parisons of model predictions and observed values. Observed
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values may be from the literature or experiments designed
specifically to provide validation data. For weed manage-
ment decision models, predictions such as extent and pat-
tern of emergence, weed control, and crop yield loss can be
validated in this way, although validation has been rare. In
the 14 studies reviewed, observed and predicted values were
compared for crop yield loss in six studies (Berti and Zanin
1997; Coble and Mortensen 1992; Monks et al. 1995; Ran-
kins et al. 1998; Shaw et al. 1998; White and Coble 1997)
and efficacy in one study (Shaw et al. 1998). Only one study
was designed specifically for validation (White and Coble
1997). Appropriate data for validation are limited in the
literature and expensive and time-consuming to obtain.
Moreover, any available data are usually needed for model
development.

Validating the recommendations of weed management
decision models may be more feasible than validating pre-
dictions of weed ecology, control, and population dynamics.
Validation of recommendations uses expert opinion rather
than data, the combinations of weed species and conditions
for the evaluations are selected, and specifying the required
accuracy for each type of prediction is avoided. In practice,
biological predictions of a weed management decision model
only have to be accurate enough to generate the right rec-
ommendations. To validate the recommendations, model
recommendations are compared with the experts’ recom-
mendations, and when the recommendations differ signifi-
cantly, biological predictions are examined to determine the
cause. Validation of recommendations has been done infor-
mally for many models, but a formal case study could be
done with recommendations compared for a selected set of
common, problematical, and unusual situations.

In reality, only a small subset of the predictions and rec-
ommendations of a weed management decision model can
be validated, given the numerous possible situations to test
as a result of the large number of weeds and treatments
included in most models. For example, a weed management
decision model for corn, based on the Colorado Weed Man-
agement Guide (Beck et al. 2000), would include 16 weed
species, and 15 preemergence, 17 preplant, and 32 post-
emergence herbicides. Fortunately, some confidence in the
predictions and recommendations of weed management de-
cision models is reasonable with little validation. Current
decision models do not incorporate complex biological in-
teractions or environmental influences, biology is modeled
using expert opinion or equations developed from replicated
field trials, and developers and experts continually evaluate
predictions on the basis of their understanding of weed ecol-
ogy, management, and population dynamics.

A weed management decision model that predicts weed
control and ecology well may not necessarily help users
make better decisions. Additional evaluation with emphasis
on decision makers’ current choices for management is
needed. The improvement in decision making using a mod-
el was evaluated in some sense with several different ap-
proaches in the 14 studies. Ideally, results of management
recommended by the model and a decision maker (grower)
should be compared on paired, large areas within a grower’s
field, but only two experiments made this comparison (Berti
and Zanin 1997; Lybecker et al. 1991b). Many experiments
were conducted on research farms and used a locally popular
or standard management practice to represent the grower’s

selection of management (Buhler et al. 1996, 1997; Forcella
et al. 1996; Hoffman et al. 1999a, 1999b; Scott et al. 2001).
In experiments that did not include a standard practice,
model-recommended management was compared with the
management recommended by an expert (Monks et al.
1995; Rankins et al. 1998; Shaw et al. 1998) or another
model (Rankins et al. 1998; Renner et al. 1999; Shaw et al.
1998). Management outcomes evaluated in all experiments
were crop yield, herbicide use, and an economic measure
such as profit minus herbicide cost. Economic criteria were
the principal measures of improvement in decision making
from using the model. Multiyear evaluations of weed man-
agement decision models with assessments of the seed bank
or weed population have highlighted potential increases in
problem weeds (Hoffman et al. 1999a, 1999b). The envi-
ronmental effect of recommended herbicide use was assessed
in two studies (Berti and Zanin 1997; Forcella et al. 1996).

There is no clear evidence of how well these studies have
measured the improvement in decision making with a mod-
el. Both on-farm comparison of model- and grower-rec-
ommended management and research station comparison of
model recommendations to a standard practice have pitfalls.
On-farm comparison of grower- and model-recommended
management can be confounded by the spatial variability of
weed populations so that management of essentially differ-
ent weed populations is compared. Yet, a standard practice
may not be the management a grower would have selected
with information about the weed population in the plot.
Moreover, a single measure will not likely capture what de-
cision makers will consider to be an improvement in man-
agement from using a model. Multicriteria indices may be
needed.

Adoption is the ultimate evaluation for a weed manage-
ment decision model. Decision makers constantly make
changes in weed management strategies and tactics and have
their own methods for evaluating these changes. A model
must not only improve decision making over current prac-
tice, but using the model must be easy, convenient, and fast,
including assessment of the weed population. Growers, con-
sultants and other decision makers, not scientists, evaluate
the ease and convenience of using a model. The most suc-
cessful models were developed with informal and formal dis-
cussions of the model and management practices with grow-
ers, consultants, and other decision makers throughout
model development.

No systematic procedure for evaluating weed manage-
ment decision models emerges from the reviewed experi-
ments. However, the evaluations identified model weak-
nesses and potential solutions, gave some indication of the
value of a model to a grower for decision making, and de-
lineated appropriate biological and management conditions
for the use of a model. Minor changes could improve the
information obtained from the evaluations. For example, ad-
justing model parameters for regional differences in weed
biology before evaluation would ensure that the experiment
validates model performance rather than regional differences
in weed biology. A grower-recommended treatment could
be included along with a standard practice for evaluations
not done in growers’ fields. However, high quality and ef-
ficient evaluation of models require more fundamental
changes. Evaluation must be accepted as a necessary com-
ponent of model development with the three types of eval-
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uation planned, with funding identified, early in model de-
velopment. Evaluation must be recognized as a scientific ac-
tivity that provides valuable information to others besides
the group developing the model. Mechanisms for publishing
case studies for validation, work with formal users groups
on the design of models, and similar evaluations must be
found. Finally, model developers and those evaluating mod-
els must cooperate more closely so that performance prob-
lems of a model can be identified, the significance deter-
mined, and resolutions found long before the article describ-
ing the evaluation is published.

Keys to Model Sustainability and Success
Long-term sustainability of modeling efforts is a critical

concern for most of those involved in model development,
testing, and implementation in the United States. Initial de-
velopment is very expensive and involves a commitment of
resources for programming, data collection, documentation,
and field validation. Improving existing models and updat-
ing databases as new information becomes available and as
new management practices are adopted, reprogramming as
computer-operating systems and capabilities change, in-
forming and training potential users, distributing models,
and providing technical support are also extremely costly
and are not supported so easily through research funding or
short-term grants. Salaries have to be competitive with the
private sector to attract and retain talented computer pro-
grammers. The competitive grant process is primarily de-
signed to foster new ideas rather than to support incremen-
tal improvements and maintenance of existing models. Fac-
ulty are generally rewarded for innovation, not maintenance
activities. Developers and distributors of a number of mod-
els have indicated that the lack of stable funding has been
a problem (SOYHERB, K. A. Renner, personal communi-
cation; Ohio State Herbicide Selector, Mark Loux, personal
communication; GWM, L. J. Wiles, personal communica-
tion; WeedMAK, J. D. Green, personal communication;
AgroManager, Denise Maurice, personal communication).

The success of WeedSOFTy (Krishnan et al. 2001b) and
the PC-Plant Protection decision support system in Den-
mark (Murali et al. 1999) indicate the value of stable fund-
ing, a plan for distribution, and involvement of the end user
in model development, testing, and evaluation. From its be-
ginnings, WeedSOFTy development and implementation
involved a team of research and extension faculty and a
listening group of 20 consultants. WeedSOFTy is currently
in the hands of 400 users (A. R. Martin, personal com-
munication). The PC-Plant Protection system is distributed
by the Danish Agricultural Advisory Centre and was devel-
oped in collaboration with the Danish Institute of Agricul-
tural Science. By March 1999, 2,051 farmers had purchased
the system, and a survey performed in 1996 showed that
the system had been well accepted by farmers who had used
the system: 89% of respondents had used the weed control
model, and 43% thought that the PC-Plant Protection sys-
tem had saved them enough money to pay for a single nor-
mal dosage requirement of an insecticide or herbicide (Mur-
ali et al. 1999).

Given the limited resources available for developing and
maintaining decision support systems, there is a need for
weed scientists from different locations and agencies to work
together, yet weed problems and solutions clearly vary from

place to place. Realizing this, developers of GWM,
HADSSy, and WeedSOFTy have developed mechanisms
that allow weed scientists in other locations to modify pro-
gram databases: adding and removing weed species, adjust-
ing weed CIs, changing treatment rates and efficacies, and
modifying other information as necessary (Krishnan et al.
2001a; Wiles et al. 1996; Wilkerson et al. 2001). This ap-
proach has risks, as well as the obvious advantages: if fund-
ing ends at the lead institution, then cooperative efforts at
all locations will suffer; each cooperator will have less ability
to modify the program to reflect local needs and wishes than
would be the case if each researcher had sole responsibility
for model development and updating. Nevertheless, recent
national and regional projects, funded by the U.S. Depart-
ment of Agriculture, that involved cooperators from 18
states to customize, validate, and implement HADSSy and
WeedSOFTy give hope that this approach will succeed.

Carefully structured public–private partnerships may be
another mechanism for distributing, maintaining, support-
ing, and updating weed management decision models. A
partnership could be structured so that the public agency
retains ownership and responsibility for the scientific con-
tent of the model. The private partner could be granted an
exclusive right to sell the model and have the responsibility
for promotion, distribution, user support (except for scien-
tific issues), maintenance of the interface (updating it for
advancements in computer software and hardware), and up-
dating some databases in cooperation with the public part-
ner (M. Weltz, personal communication). This approach
will require developers to demonstrate commercial value for
a decision model and to structure agreements so that the
sharing of the model for research use is not hindered and
the appearance of endorsement of commercial software by
a public agency is avoided.

In addition to long-term funding (whether this proves to
be through state, federal, private, or some combination of
these funding sources), there must also be stability in insti-
tutional commitment to the development effort: can the
modeling effort survive the retirement or relocation of any
one individual? To have any hope of achieving this level of
stability, model development must involve a team that in-
cludes weed science experts, professional programmers, and
end users. Ultimately, success will depend on the ability of
model supporters to demonstrate not only to clientele but
equally importantly to the weed science community that
these models can truly assist in making decisions that in-
crease profitability for users, reduce the application of un-
necessary or inappropriate herbicides, and promote weed
management based on sound biological and ecological prin-
ciples.

Possibilities and Predictions

The first all-purpose computer, the ENIAC, was unveiled
in 1946, only 5 yr before the first issue of Weeds, the pre-
decessor to Weed Science. In the intervening years, computer
capabilities for storing, organizing, analyzing, displaying,
and transmitting information have increased to the point
that computers have become essential tools for virtually all
weed scientists and have become an integral part of our
society. Only in the past 5 yr, with the development of
palmtop computers and widely available Internet access, has
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this technology become good enough that utilizing decision
models in weed management has become truly practical.
Use of computers in the United States increased from 38%
of all farms in 1997 to 55% in 2001, whereas Internet use
grew from 13% of all farms to 43% (Economic Research
Service 2001). Several weed management models are avail-
able over the World Wide Web: they can be downloaded
from the website for installation on a personal computer
(e.g., DesHerb, Claude J. Bouchard, personal communica-
tion; WeedMAK, J. D. Green, personal communication).
There are several advantages to distributing models in this
way rather than by diskette or CD, including cost, time,
and the ability to update the program or databases on the
server and make this updated version instantly available to
all users. One drawback is that it is still necessary to inform
users of the updates. Developers can address this issue by
having a downloaded program expire after a period of time
so that a user is forced to download an updated version or
by sending e-mail update notices to registered users.

In the future, Web-based applications, programs that run
on a server and can be accessed by anyone with an Internet
connection and a Web browser, will become more common.
Pl@ntInfo, a Web-based decision support system developed
by collaboration between the Danish Institute of Agricul-
tural Sciences and the Danish Agricultural Advisory Centre
and launched in 1996, is an early indicator of just how
powerful the World Wide Web may be as a method for
providing decision support to farmers and their advisors
(Jensen et al. 2000). This system contains several decision
support models (apparently none dealing with weed con-
trol), as well as news of crop production and weather infor-
mation. During the 3-mo period May 6 to August 5, 1998,
the system had 617,340 external hits (6,710 d21) and
23,029 visits by subscribers (250 d21). Both farmer and ad-
visor subscribers to the system were judged to be quite ded-
icated in using the system, with the most complex decision
model (irrigation) being the most popular with farmers and
the record-keeping function being the most popular with
advisors.

At least one Web-based weed management decision aid
is now available. Web HADSSy, a Web-based version of
HADSSy, was launched in the spring of 2001 and made
more than 700 recommendations in its first season despite
limited publicity (Sturgill et al. 2001a). Creation of Web-
based applications presents some new challenges to program
developers. Two primary ones are the difficulty of checking
user input information for validity and programming for a
multiuser environment. Web-based applications are still
somewhat limited in functionality compared with desktop
programs. Maintenance of a Web-accessible server capable
of providing recommendations rapidly to a large number of
users is an additional expense, but Web-based applications
have several advantages. For example, they do not require a
user to load any software on a personal machine, which
greatly reduces technical support needs and avoids taking up
space on the user’s computer with a program that may be
needed only a few times during the growing season. Also,
user inputs can be stored in a database on the server. It is
then possible for program developers to duplicate runs that
have been made. Results of these runs can be analyzed to
determine if the recommendations appear reasonable and
whether sufficient information was provided to the user to

make an informed decision. This ability can spotlight user
misunderstandings about how the model functions.

The use of the Internet to provide agricultural informa-
tion to producers, extension agents, and other advisors will
continue to expand. The way this information is provided
to clientele will continue to grow in sophistication, taking
advantage of the unique and rapidly improving capabilities
of this medium. As the format for information delivery
shifts from on-line delivery of text documents (similar to
print bulletins) to delivery in searchable databases, the di-
viding lines between information delivery and models will
blur. Web-based decision support systems will provide easy
access to case-specific information related to all aspects of
weed management: weed identification, suitable weed con-
trol options, optimal timing of control measures, potential
for herbicide injury, crop rotation and other label restric-
tions, chemical modes of action, possibility for herbicide
resistance, and potential for environmental damage, among
others. Consideration of biological and economic aspects of
weed control will form just one part of these systems.

The availability of powerful palmtop computers is already
allowing decision makers to enter data while in the field and
rapidly obtain a recommendation (Sturgill et al. 1999). In
the future, assistance with weed identification can be pro-
vided as well, either directly with pictures and text stored
on the palmtop or through wireless access to a network.
Small, lightweight digital cameras, connected to the palmtop
computers, eventually will allow rapid identification of
weeds discovered in a particular field, either through viewing
over a wireless connection by a human expert or through
customized weed recognition software. The necessity for
counting weeds at multiple locations within a field also may
be obviated by the availability of sophisticated but inexpen-
sive sensors and the development of software to analyze dig-
ital images. Progress is being made in distinguishing weeds
from crop and soil and in weed identification based on spec-
tral or shape characteristics (e.g., Andreasen et al. 1997; El-
Faki et al. 2000; Wang et al. 2001; Woebbecke et al. 1995a,
1995b). Through the voice-recording capabilities of palm-
top computers and voice-recognition software residing either
on these machines on desktop or Web-based systems, scouts
will be able to enter relevant field information much more
easily than at present.

Technology that automates the assessment of weed pop-
ulations will reduce the cost, labor, and time requirements
for scouting and data entry that currently constrain the use
of models in some situations. Automation may also increase
the accuracy of weed population assessment. Decision mod-
els modified to use weed population information generated
by this technology will be critical for the practical imple-
mentation of site-specific weed management. Eventually,
economically feasible and time-efficient methods for deter-
mining the identity and spatial distribution of weeds within
a field will be perfected, whether they be ground, airplane,
or satellite based. Whatever technology is used to assess a
weed population and whatever site-specific application tech-
nology is used (variable rate or sensor based), decision aids
can play an important role in determining the appropriate
herbicide(s) to apply.

Will the availability of new weed control technologies
obviate the need for comprehensive decision support sys-
tems? Probably not, given the dynamic and diverse nature
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of the agroecosystem. Although producers hope for the
‘‘magic bullet’’ that will solve all weed management prob-
lems, we doubt that any magic bullet will be effective for
very long. Overuse and misuse of any technology or weed
management technique will have unforeseen and unintend-
ed consequences, will promote nonpests to pest status, and
will lead to shifts in pest species dynamics (time of emer-
gence, growth habit, etc.). This will require the new tech-
nology to be supplemented with other control measures and
may eventually lead to its abandonment in some situations.
David P. Davis (personal communication) is involved in a
modeling project to help answer questions about how long
a grower can remain in the CLEARFIELD rice (Oryza sativa
L.) system because of fear that growers may abuse it, poten-
tially limiting its usefulness. Comprehensive decision sup-
port systems, based on as much expert knowledge and re-
search information as possible, can help ensure that new and
powerful weed control technologies are not rapidly lost
through overuse and misuse.

There are those who think that our efforts in developing
weed management decision tools are doomed because we
may be addressing a ‘‘problem’’ that the grower does not
perceive (Kamp 1999). The perception is that weed man-
agement decision models are not being adopted. Closer to
reality is that many models have not been made available to
growers because of lack of infrastructure for maintenance,
distribution, marketing, and support, but a few models are
being adopted, albeit slowly. We have been encouraged
greatly during the past 3 yr by the willingness of weed sci-
entists from 18 states to develop customized versions of ei-
ther HADSSy or WeedSOFTy, to evaluate these in field
experiments, to work with growers and extension agents to
evaluate these programs further, and to work with model
developers to improve the programs. However, whether
weed management decision models will be adopted widely
is still far from certain. Perhaps modelers are similar to farm-
ers in that they must be optimists in order to survive. At
any rate, we remain convinced that weed management de-
cision models have a valuable role to play in classroom and
extension education and in promoting sound weed manage-
ment decisions. We also recognize the tremendous challeng-
es, but our optimism is not unfounded. Technological im-
provements will make obtaining field-specific information
and delivering recommendations easier. Knowledge of weed
ecology and population dynamics will continue to expand,
and decision models will be needed to incorporate this
knowledge into integrated management systems. The next
generation of decision makers will be more technically savvy,
and using a model will be accepted more readily as part of
the decision-making process. As models are used more ex-
tensively, funding for maintenance and support should be
easier to obtain.

The greatest challenge, however, is neither technological
nor scientific. Rather, by far the greatest challenge remains
in convincing growers and those that advise them that the
benefits of using a weed management decision aid justify
the effort. We also need to demonstrate this to ourselves to
justify our continuing efforts. We must begin to emphasize
the overall capabilities of decision models, not just their abil-
ity to calculate an economic threshold. We must do a better
job of explaining the tasks for which they are and are not
well suited. Weed management decision models were over-

sold initially, but now expectations of what models will do
for decision makers are becoming more realistic. Decision
models can never replace the decision maker nor can they
incorporate all the factors that should be considered. Model
developers can only hope to provide information that is rel-
evant to the decision and to organize and present that in-
formation in a way that is most useful and reflects, as much
as possible, the knowledge and experience of weed science
experts.
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